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A Distributed Graph-Parallel Computing System
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with Lightweight Communication Overhead

Yue Zhao, Kenji Yoshigoe, Senior Member, IEEE, Jiang Bian, Member, IEEE,
Mengjun Xie, Member, IEEE, Zhe Xue, and Yong Feng

Abstract—In order to process complex and large-scale graph data numerous distributed graph-parallel computing platforms have
been proposed. However, excessive communications among computing nodes in these systems not only aggravate the network I/O
workload of the underlying computing hardware systems but may also cause a decrease in runtime performance and scalability. In this
paper, we propose and implement a system called Ligraph, which computes large-scale graph data in distributed mode with lightweight
communication overhead. Ligraph is similar to PowerGraph system with three new features: (1) a Gather partial sum difference based
computing model; (2) a corresponding lightweight Gather communication mechanism; (3) for PageRank-like algorithms Ligraph
additionally employs a lightweight synchronizing communication mechanism and an edge direction-aware graph partition strategy
proposed by our former work LightGraph, which is specially designed for PageRank-like algorithms. We have conducted extensive
experiments using real-world data sets, and our results verified the effectiveness of Ligraph on reducing the communication overhead
and improving the runtime performance and the scalability compared with PowerGraph and LightGraph. For example, compared with
PowerGraph under Random partition scenario Ligraph can not only reduce up to 35.2 percent of the communication overhead but also
cut up to 21.8 percent of the runtime for PageRank algorithm while processing Twitter data set. Our experiment results also
demonstrate that compared with several other representative existing systems Ligraph also outperforms them in graph computing rate.

Index Terms—Distributed graph-parallel computing, big data, communication overhead
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INTRODUCTION

BIG graph analysis and computing is an emerging
and significant topic in both industry and academic
research. The reason is that complex networks such as
social, biological and computer networks can be mathemati-
cally modeled as graphs. And these real-world networks
are often very large in size, consisting of millions or even
billions of vertices, and a much larger number of edges. Effi-
cient and fast processing of these large real-world networks
is a basic requirement of engineers and scientists. Thus,
more and more attention and effort have been attracted to
the work of designing effective and scalable computing sys-
tems to analyze and process the huge real-world graphs.
Numerous graph-parallel computing abstractions have
been proposed and applied in real-world applications. For
example the single machine graph-parallel computing
systems [1], [2], [3], [4], [5], [6], [7], [8], which process large-
scale graph under the shared-memory multiprocessor
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computing environment, and the distributed graph-parallel
computing systems [9], [10], [11], [12], [13], [14], [15], [16],
[17], which process large-scale graph in parallel using multi-
ple machines. Compared to single machine graph-process-
ing systems, distributed graph-parallel computing systems
have higher scalability and greater computational and stor-
age resources for handling larger networks. However, in
distributed graph-parallel computing systems the commu-
nications among subtasks allocated on different machines
constitute significant obstacle to achieve good parallel pro-
gram performance. The communication overhead burdens
the I/O system of the underlying cloud/cluster platform
and potentially impacts the graph computing efficiency and
the scalability of the computing system. Fig. 1 illustrates the
scalability of several representative existing distributed
graph-parallel computing systems while executing Pag-
eRank algorithm on Twitter data set [18] (the underlying
system environment see Section 6.1). As the figure shows all
the evaluated systems exhibit a poor speedup with the
number of machines used increasing.

PowerGraph is one of the most advanced and popular
representative of the distributed graph-parallel computing
systems. PowerGraph adopts the mechanism of vertex-pro-
gram and exposes substantially greater parallelism [16],
which can quickly partition a graph, especially a power-law
graph, and improve the graph computing rate significantly.
However, like other distributed graph-parallel computing
systems, the effectiveness of PowerGraph also suffers its
heavy communications overhead. In this paper, we propose
and implement a new distributed graph-parallel computing
system with lightweight communication overhead, Ligraph.
Like PowerGraph, Ligraph is applicable for common large-
scale graph-structured computation. Ligraph is similar to
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Fig. 1. The PageRank runtime speedup of existing systems while com-
puting the Twitter data set [18].

PowerGraph with the following new features, which are our
key contributions of this work:

a. A Gather partial sum difference based computing
model;

b. A corresponding lightweight Gather communication
mechanism;

c. For PageRank-like algorithms Ligraph additionally
employs a lightweight synchronizing communication
mechanism and an edge direction-aware graph parti-
tion strategy (EDAP), which optimally isolates the
outgoing edges from the incoming edges of a vertex.

The rest of the paper is organized as follows. Section 2

introduces the background of this work. The Gather partial
sum difference based computing model is detailed in
Section 3. Section 4 introduces the lightweight Gather com-
munication mechanism. We conducted the volume of com-
munications analysis in Section 5. The design and results of
the experiment are detailed in Section 6. Section 7 introdu-
ces the related work. Section 8 concludes this paper and
states the direction for future work.

2 BACKGROUND

In a graph-parallel abstraction, the data to process is pre-
sented as a sparse graph in memory, G = {V, E}, and the com-
putation is conducted by executing a vertex-program (@ in
parallel on each vertex, v € V. With the computing resource
turning to be more and more abundant and available people
resort to distributed platforms to conduct graph-parallel
computing. In the following part of this section we mainly
give a detailed introduction of two of them: PowerGraph
and LightGraph, which are most relevant to this work.
Pregel [10] is a bulk synchronous graph computing
abstraction. It uses message passing mode to transfer infor-
mation between super-steps. Pregel proposes a commuta-
tive associative message combiner to reduce the number
of messages. GraphLab [2], [15] is a framework, which
supports asynchronous parallel graph computations in
machine learning. It differs from Pregel in that it allows the
vertex programs to run asynchronously based on a sched-
uler. PowerGraph [16] is drawn from the distributed
GraphLab framework [15]. It introduces several significant

improvements to the distributed GraphLab framework.
First, PowerGraph proposes a GAS programming model, in
which a vertex program consists of three phases: Gather,
Apply and Scatter. By partitioning the original vertex pro-
gram into sub-phases and lifting these sub-phases into the
abstraction PowerGraph distributes the execution of a sin-
gle vertex-program over the entire system [16]. Second,
PowerGraph inherits and incorporates many significant
advantages of both Pregel [10] and GraphLab [2], [15]. For
example, from GraphLab PowerGraph inherits the shared-
memory and data-graph view of computation, which frees
users from architecting a communication protocol to share
information. Like distributed Graphlab, PowerGraph sup-
ports both bulk-synchronous and asynchronous computa-
tion model. And in order to reduce the communication
overhead in Gather phase PowerGraph borrows the commu-
tative associative message combiner from Pregel. At last,
PowerGraph employs the vertex-cut approach for graph par-
tition. Vertex-cut can quickly comminute a large power-law
graph by cutting a small fraction of very high-degree vertices.
Thus, it addresses the problem of partitioning the power-law
graphs [16]. The most important partition strategies used in
PowerGraph are Random and Oblivious [16]. Random strat-
egy employs a hash function to randomly distribute edges to
computing nodes. It is fully data-parallel during the parti-
tioning process and can achieve a near-perfect balance in
workload distribution on large graphs. However, the blind
vertex cutting always creates a large amount of vertex repli-
cas and results in heavy communication overhead for the
graph computing. On the other hand, the Oblivious strategy
uses a sequential greedy heuristic method to direct the place-
ment of the subsequent edges. The goal is to minimize the
conditional expected replication factor. As defined in [16],
the replication factor is the ratio of the number of overall ver-
tices in the distributed graph over that in the original input
graph. In a p-way vertex-cut placement scenario, assuming
each vertex (v) of the original input graph spans over A(v)
machines, the replication factor can be formally defined as:

1
ReplicationFactor = v E |[A(v)]. (@D)
veV

Therefore, the objective of the Oblivious strategy is to place
the (i+1)th edge after having placed the previous ¢ edges
satisfying:

argmin {Z |A(v)|

veV

Aq '~-A617 A(eHl) = .]:| ) (2

where A, is the location of the ith edge, j is the ID of
a machine in the distributed system. Oblivious runs
the greedy heuristic independently on each machine and
it reduces the number of overall vertex replicas in the
distributed graph. This enhances the graph computing
efficiency.

LightGraph [19] is a lightweight distributed graph-
parallel synchronizing communication mechanism. Its pro-
totype is currently implemented based on PowerGraph.
That work first summarizes and defines PageRank-like
algorithm, in which the direction of data access happening
in an edge is always consistent with the direction of that
edge. According to this feature LightGraph identifies and
eliminates the redundant synchronizing communication for
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Fig. 2. The GAS computing model of PowerGraph.

PageRank-like algorithm. In particular, the mirror without
outgoing edge does not need to be synchronized by its
master. In order to minimize the required synchronizing
communications LightGraph also proposes an edge direc-
tion-aware graph partitioning strategy, which takes the
direction of edge as a heuristic parameter in the initial graph
partition phase. This new graph partitioning strategy opti-
mally isolates the outgoing edges from the incoming edges
of a vertex. However, LightGraph can only reduce the syn-
chronizing communication overhead happening in the
graph computing, which limits its effectiveness. And also,
LightGraph only works for PageRank-like algorithms. This
seriously limits its scope of application.

3 THE PARTIAL Sum DIFFERENCE BASED
COMPUTING MODEL

Like other distributed graph-parallel computing systems, to
process a large-scale graph, Ligraph first partitions a graph
into smaller sub-graphs and then distributes the sub-graphs
among the computing nodes. Ligraph adopts vertex-cut
strategy to conduct the partition. Replicas have to be created
for the vertices across the cutting-line. From the original
vertex and its replicas, one is randomly selected and nomi-
nated as master. And other replicas are noted as mirrors.
Computation states and data traverse the sub-graphs placed
on different machines via the communications between the
master and the mirrors. Similar to PowerGraph, in Ligraph
communications mainly happen in the Gather result com-
munication phase and the synchronization phase. However,
different from PowerGraph Ligraph adopts a new Gather
partial sum difference based computing model.
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In order to detail this model, we first introduce the GAS
computing model of PowerGraph. In GAS computing
model the execution of a vertex program consists of three
phases: Gather, Apply and Scatter (Fig. 2). In particular,
Gather function runs locally on each replica of a vertex
(including all mirrors and master). Once it is finished the
Gather partial sum is sent from each mirror to master. The
master runs the Apply function and then synchronizes all
mirrors with the updated vertex data. At last, the Scatter
phase is run in parallel on all replicas of this vertex.

Ligraph adopts a new Gather partial sum difference based
computing model (Fig. 3). In particular, instead of calculat-
ing Gather partial sum the Gather function in Ligraph calcu-
lates the Gather partial sum difference between the former
iteration and current iteration of each replica. In order to
achieve this Ligraph keeps the Gather partial sum of former
iteration and calculates the Gather partial sum of current iter-
ation. Then, Ligraph calculates the difference of these Gather
partial sums. On the other hand, the Apply function in this
new computing model calculates the new value of vertex
data by summing the original value with the Gather partial
sum differences collected from all replicas. The motivation
of proposing this Gather partial sum difference based
computing model is to reduce the Gather communication
overhead, which is detailed in the following section.

Ligraph collects the Gather partial sum differences
from each replica of a vertex and sums them with the
original vertex value on master side. During this whole
process there is no data information missed, which
guarantees that the final result of vertex data is equal to
that calculated under the GAS computing model of
PowerGraph. Thus, the Gather partial sum difference



ZHAO ET AL.: A DISTRIBUTED GRAPH-PARALLEL COMPUTING SYSTEM WITH LIGHTWEIGHT COMMUNICATION OVERHEAD

Machine 1 Machine 2
Master
Mirror
Y
Gather —>
~
Mirror Mirror
Machine 3 Machine 4
a
Machine 1 Machine 2
Master Mi
3 S
Apply
. A
Mirror Mirror
Machine 3 Machine 4

c

Fig. 3. The partial sum difference based computing model of Ligraph.

computing model does not impact the functionality and
accuracy of the vertex-program.

Gather partial sum difference based computing model
additionally introduces the difference computing operation
between partial sums on each mirror. However, compared
with the workload of the complex vertex-program in most
machine learning algorithms this overhead is negligible.

4 THE LIGHTWEIGHT COMMUNICATION
MECHANISM

In PowerGraph each mirror needs to send its Gather partial
sum to its master, and the master needs to synchronize all
its mirrors by sending them the synchronizing message.
Thus, the overall communication volume is proportional to
the number of mirrors. For complex and large-scale graph,
the number of mirrors may quickly expand with more com-
puting machines used. Then the high communication over-
head may limit not only the performance but also the
scalability of the system.

By adopting the Gather partial sum difference based
computing model, Ligraph is able to reduce the Gather com-
munication overhead dramatically. Instead of sending
Gather partial sum to master, In Ligraph, each mirror sends
Gather partial sum difference to master. Thus, if the differ-
ence is equal to 0 the corresponding Gather communication
is able to be avoided. So, Ligraph first checks the Gather
partial sum difference value. Only when the difference is
not equal to 0 the Gather communication is launched.

For PageRank-like algorithms [19] Ligraph additionally
employs the lightweight synchronizing communication
mechanism and edge direction-aware partition (EDAP)
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strategy proposed in our former work [19]. In brief, Ligraph
cuts the synchronizing communications for the mirrors
without outgoing edges, because the data on these mirrors
will never be accessed by other vertex programs in the
future computing. And in order to increase the proportion
of mirrors without outgoing edges among overall mirrors
Ligraph adopts the EDAP strategy, which takes the direc-
tion of edge as a heuristic parameter and optimally isolates
the outgoing edges from the incoming edges of a vertex,
to distribute the original graph to computing machines. In
particular, Ligraph employs the EDAP_Random and
EDAP _Oblivious partition methods, which are detailed in
work [19]. Fig. 4 compares the communication patterns of
PowerGraph and Lighraph. As the figure demonstrates
compared with PowerGraph, Ligraph can achieve a light-
weight communication among the working machines.

Figs. 5 and 6 illustrate the possible communication senar-
ios for a sample graph. In this example, under EDAP place-
ment edge (A — J) and edge (A — 1), which both are
outgoing edge of vertex A, are placed in the same machine
(M1), and edge (H — A) and edge (G — A), which both
are incoming edge of vertex A, are placed in the same
machine (M3). Thus, in the new placement the mirror of ver-
tex A on machine 3 turns to be a mirror without outgoing
edge like the mirror on machine 4. Therefore the synchroniz-
ing communication for this mirror can be cut. Also, assuming
in current iteration the Gather partial sum differences on
mirrors on machine 0, 1, and 3 are equal to 0, then these mir-
rors do not need to launch Gather communications. EDAP
has effectiveness on reducing the synchronizing communi-
cation overhead and does not have direct effectiveness on
reducing the Gather partial sum difference communication
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Fig. 4. The communication pattern comparing between PowerGraph and
Ligraph; (a) PowerGraph; (b) Ligraph with Gather partial sum difference
being not equal to 0; (c) Ligraph with Gather partial sum difference being
equal to 0; (d) Ligraph with master communicating with a mirror, which
has no outgoing edges, in PageRank-like algorithm and the Gather par-
tial sum difference being not equal to 0; (e) Ligraph with master commu-
nicating with a mirror having no outgoing edges in PageRank-like
algorithm and the Gather partial sum difference being equal to 0.

overhead. This is also demonstrated by our experiment
results (See Figs. 7 and 8 and the related analysis).

5 VoOLUME OF COMMUNICATIONS ANALYSIS

In this section we conduct the volume of communications
analysis. We look inside the distribution structure of a
graph and explore its relationship with the volume of
communications. While processing a graph G = {V, L}, in
both PowerGraph and Ligraph the majority of overall

Gather communication

Fig. 5. An illustration of communications of PagerRank in PowerGraph.

Synchronization

communications happen in the Gather partial sum trans-
mitting phase and the synchronization phase. Thus, our
analysis mainly focuses on this part of communications.
Because, PageRank-like algorithms can gain best benefit
from Ligraph, in order to demonstrate the optimal effec-
tiveness of Ligraph the extreme analysis in this section is
conducted for Pagerank-like algorithms. Table 1 explains
the related notations.

5.1 General Analysis

Given a vertex, v, according to the graph partition process in
PowerGraph and Ligraph all mirrors of v have edges. Thus
v's mirrors can be classified into the following three classes:

Gather communication
_/9 >

Fig. 6. An example of communications of PagerRank under EDAP-
based graph placement in Ligraph.

Synchronization
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Fig. 7. The number of synchronizing communication messages versus
the number of mirrors needing to be synchronized.

a. mirrors with both incoming and outgoing edge;

b. mirrors with outgoing edge and without incoming
edge;

c.  mirrors with incoming edge and without outgoing
edge;

We also introduce a flag, 4(v, 7), which subjects to

o(v, ) = 0 v is not active in the ith ireration
’ 1w is active in the ith ireration.

In PowerGraph. All mirrors need to send its Gather partial
sum to its master. And on the master side, after the Apply
phase is done, data on master is updated. Then the master
will synchronize all its mirrors with the new data.

All v's mirrors need to be synchronized by v’s master.
Thus, the number of synchronizing messages happening on
vertex v is:

n—1 2
|v.sync| = Z 8(v,1) Z lv_mj|| . (3
=0 =0

All v’s mirrors need to calculate their partial sums and
deliver these partial sums to v’s master. Thus, the number
of Gather communication messages happening on vertex
v is:

350 4
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(Random)
300 -
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250 Ligraph
(Random)
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Fig. 8. The number of Gather communication messages versus the aver-
age number of mirrors needing to send Gather message per iteration.

n—1 2
|v.gather| = Z o(v,1) Z lvomy) |- 4)
=0 =0

Thus, the total number of communication messages hap-
pening on vertex v is:
|v.total|

= |v.sync| + |v.gather|

n—1 2 n—1 2

=D o)) lo-myl |+ Jo(v,) Y fo-myl| - (5)
=0 j =0
n—1

=0 =0

= 22 o(v, 1) Z [v_mj| |

i=0 =0

There is no duplicated communication between any two dif-
ferent vertices. Consequently, the total number of communi-
cation messages happening in the whole graph is:
[Vi-1
|Vtotal| = Z |vi.total|
=0 ( 6)

[V]-1n-1 2

=2 0(vi,5) > [viema] |-
0

i=0 j= k=0

In Ligraph. In Ligraph, v’s mirror with no outgoing
edge does not need to be synchronized by v’s master.

TABLE 1

Notations
Symbol Description
n The number of iterations in a graph computing job
o(v,1) The flag indicating whether v is active or not in the ith iteration
r(v,1) The ratio of v’s mirrors with Gather partial sum difference is not equal to 0 in the ith iteration
[v_my| The number of v’s mirrors with both incoming and outgoing edge
[v_my | The number of v’s mirrors with no incoming edge
[v_ms| The number of v’s mirrors with no outgoing edge
|v.sync]| The number of synchronizing messages happening on vertex v
|v.gather| The number of Gather communication messages happening on vertex v
|v.total| The total number of communication messages happening on vertex v
|V.total| The number of communication messages happening on all vertices computing

P_reduced_comm

Percentage of reduced communication messages
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Thus, the number of synchronizing messages happening
on vertex v is:

n—1

= [8(v, i) (|v-mg| + [vma)]. )

=0

|v.sync]

In Ligraph, v’s mirror with Gather partial sum being equal
to 0 does not need to launch Gather communication to v’s
master. Thus, the number of Gather communication mes-
sages happening on vertex v is:

n—1

2
> 0w, iyr(,d) Y foamy]]. ®)
=0

=0

|v.gather| =

The number of total communication messages happening
on vertex v is:

|v.total]
= |v.sync| + |v.gather|

n—1 n—1

- Z[@(v, i) (Jv-mol + [v-ma[)] +

2
o(v,3)r(v, 1) Z |v_mj|}
=0 =0

[@(v, i) (|v_m0 + |voma| + r(v, 7) Z |U_mj>]

=0

Q
3
- o

Il
i

3
—

= [Q(% (L +7(0,4) D Jo-my| = Iv—mz|)] :

0 =0

.
I

9)
Consequently, the number of total communication mes-

sages happening in the whole graph is:

=
|Vtotal| = Z |v;.total|

i=0

vl — 2
= ZZ[ 9 (vi, (47 (vi, ) D Jviomy| —

=0 j=0 k=0

vi-ma) |-

(10)

Thus the number of reduced communication messages
achieved by Ligraph over PowerGraph is:

|Vt0tal|Rcduccd

[V]-1n-1 2
S99 (TR ]
=0 j=0 k=0
\V| 1n—1 2
-3 {m’j)((l +r(vi ) Y Jvi-my] — |v7;-m2|>}
=0 j=0 k=0
[V]=1 n—1
= Z Z |:Q)(’Uz,j)((1 —r(v,j Z [v;-myg| + |v; m2|)]
=0 =0 =0
(ChD)
Thus,
P_reduced_comm /100
PO (12)

ey TS o0 1) S [ mal]

in which
9
0 = 0w, ) (1 = (05, ) 3 Jor-mel + oymal).
k=0

(13)

5.2 Extreme Analysis

In Ligraph, it is possible that all outgoing edges of a vertex v
are aggregated in a small number of v’s mirrors. Thus, in
the extreme case:

[V]-1 V-1 2

tim [ S ffovmal) = D2 (Jui-ml]

i=0 i=0 k=0

(14)

And in the extreme case, in each iteration, all mirrors’
Gather partial sum difference are equal to 0. Thus,

|V\*1 n—1
lim > > "[r(vi, )] = 0. (15)
=0 j=0
Thus, in the extreme case:
lim [P_reduced_comm/100]
~ lim F'V 0 S0 00 1) (g il + |v7:_mQ>J]
23y o) Sio boemal) ]

= lim {ZV lzn 010, )23, ’Uz-mk]}
QZ‘Z‘QO 12” alo(vi, 9) Sn_ [vimy]
=1.

Thus, in the extreme case, Ligraph can eliminate all commu-
nication overhead happening in PowerGraph.

Table 2 compares the key characteristics of Ligraph with
three state-of-the-art graph parallel platforms.

6 EXPERIMENTAL EVALUATION

In this section, we demonstrate the comparative effective-
ness of various aspects of Ligraph over PowerGraph and
LightGraph through experiments.

6.1 Experiment Environment

Our experiments were conducted on a 65-node (528 pro-
cessors) Linux-based cluster. The cluster consists of one
front-end node that runs the TORQUE resource manager
and the Moab scheduler and 64 computing (worker) nodes.
Each computing node has 16 GB of RAM and 2 quad-core
Intel Xeon 2.66 GHz CPUs. The /home directory is shared
among all nodes through NFS. Due to some hardware
resource limitation, not all the 64 computing nodes can be
used. Thus, we used up to 48 nodes in our experiment.

6.2 Benchmarking Algorithms and Data Set

We selected PageRank, SSSP (directed shortest path) and
Triangle counting detailed in Table 3 as benchmarking algo-
rithms. And we computed three data sets listed in Table 4.
These data sets are all large-scale graphs. The selection stan-
dard is to select graphs extracted from real-world use with
diverse characteristics and different scales in size.

6.3 Experiment Design and Results

We ran the benchmarking algorithms on the selected data
sets and compared metrics measured in Ligraph with those
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TABLE 2
Comparing Key Characteristics of Ligraph with Existing Graph-Parallel Platforms

Metrics Pregel [10] GraphLab [15] PowerGraph [16] Ligraph
Comm. overhead o< # of edge-cuts o # of edge-cuts o # of mirrors o # of partial mirrors
Graph placement Edge-cut Edge-cut Random and Greedy vertex-cut Random, Greedy and EDAP vertex-cut
Computing model Sync. Sync. & Async. Sync. & Async. Sync. & Async.
Dynamic comm. no no yes yes
Load balance no no yes yes

TABLE 3

Summary of Benchmarking Algorithms

Algorithm Characteristics Application Illustration Category
PageRank Iterative, high communication Importance ranking PageRank-like
SSSP (shortest path) Iterative, medium communication Decision making PageRank-like

Triangle Counting

Single step, medium communication

Clustering coefficient General

TABLE 4
Summary of Data Sets

Graph Description #of vertices #ofedges Graphdensity Averagedegree Memory size
(x107°) (GB)
soc-LiveJournal [18]  Friednship social network 4,847,571 68,993,773 0.59 14 10.3
Twitter [18] Social news website 11,316,811 85,331,846 0.13 8 23.2
BFS1 [20] Facebook social networks 61,876,615 336,776,269 0.02 5 51.6

in PowerGraph and LightGraph, respectively. Experiments
are conducted under both synchronous and asynchronous
computation modes and all presented results come from the
average of at least three runs.

First, we ran PageRank on sov-LiveJournal data set. And
we measured the numbers of each kind of mirrors and the
total numbers of various communication messages happen-
ing in the whole graph computing process. In particular, we
measured the Gather partial sum communications and the
synchronizing communications, which dominates the com-
munications in the whole job in PowerGraph and Ligraph.
We conducted 100 times running for each case and calcu-
lated their average value. Figs. 7 and 8 plot the results under
synchronous mode using 16 machines. In Fig. 7 the numbers
of mirrors needing to be synchronized under Ligraph are
actually the numbers of mirrors with outgoing edge. As
Fig. 7 shows 86.8 and 89.6 percent of overall mirrors have
outgoing edge under Random and Oblivious placement,
respectively. And Ligraph only synchronizes this propor-
tion of mirrors. Instead PowerGraph needs to synchronize
all mirrors. Consequently, the numbers of synchronizing
communication messages are reduced by 14.7 and 10.8 per-
cent by Ligraph (Random) and Ligraph (Oblivious) over
PowerGraph (Random) and PowerGraph (Oblivious),
respectively. And under EDAP_Random and EDAP_Obli-
vious the percentages of mirrors with outgoing edge are
reduced to 71.5 and 82.8 percent, respectively. Consequently,
the numbers of synchronizing communication messages are
reduced by 26.4 and 16.5 percent by Ligraph (EDAP_Ran-
dom) and Ligraph (EDAP_Oblivious) over PowerGraph
(Random) and PowerGraph (Oblivious), respectively. Fig. 8
demonstrates the result of the number of Gather communica-
tion messages happening in the whole job and the average
number of mirrors needing to send Gather message per

iteration. As expected, compared with PowerGraph Ligraph
reduced the number of mirrors needing to send Gather mes-
sage and consequently the number of Gather communication
messages is reduced. The result also demonstrates that there
is no strong correlation between the graph placement strat-
egy and the effectiveness of Ligraph in reducing the volume
of Gather communication overhead. This is because redis-
tributing edges among machines according to the edge direc-
tion does not have direct influence on the Gather partial sum
difference of a mirror.

Fig. 9 shows the volume of communications happening
in PageRank running in PowerGraph and Ligraph, respec-
tively. The data set computed is the Twitter data set. Fig. 10
shows the corresponding results on LiveJournal data set. As
expected, Ligraph and its EDAP strategy can significantly
reduce the communication overhead for PageRank. For
example, for LiveJournal dataset Ligraph (EDAP_Ran-
dom) can consistently reduce at least 20.8 percent com-
munications when the number of machines is larger than
4 under synchronous mode over PowerGraph (Random).
Under asynchronous mode, over PowerGraph (Random)
the maximal communication reduction achieved by
Ligraph (EDAP_Random) is 35.2 percent while processing
Twitter data set. Moreover, as the number of machines
increases, the volume of communications reduced by
Ligraph also increases.

Figs. 11 and 12 show the PageRank runtime on Twitter
and LiveJournal data set, respectively. By reducing the
volume of communications, Ligraph shortens the runtime
of PageRank under both synchronous and asynchronous
modes. Moreover, by using EDAP strategy Ligraph further
accelerates the execution of PageRank. For example, for
Twitter data set, over asynchronous PowerGraph (Random)
the maximal runtime reduction achieved by asynchronous
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Fig. 11. Comparing the PageRank runtime for Twitter between Ligraph and PowerGraph.

Ligraph (EDAP_Random) is 21.8 percent. Furthermore,
Ligraph shows consistent performance gains as the number
of machines used increases. For instance, among all cases
presented Ligraph (EDAP_Oblivious) can shorten at least

14.6 percent runtime over PowerGraph (Oblivious) on Live-
Journal dataset under synchronous mode.

Our experiment results of SSSP also verify the effective-
ness of Ligraph and its EDAP partition strategy. We took the
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Fig. 12. Comparing the PageRank runtime for LiveJournal between Ligraph and PowerGraph.

results processing BFS1 data set under synchronous mode as
example and presented them in Fig. 13. As the figure shows,
up to 30.2 and 16.1 percent improvement in volume of com-
munication and runtime are achieved by Ligraph with
EDAP strategy, respectively. And, better effectiveness is
achieved with the number of machines used increasing.

Although, for the benchmarking algorithms, the commu-
nication overhead has been drastically reduced, the overall
runtime does not decrease significantly in the same scale.
The reason is that a bulk of communication overhead in exe-
cuting these algorithms can be already hidden in the GAS
three-phase programming model of PowerGraph. More-
over, for a CPU-bound algorithm such as PageRank, the
effect of eliminating communication overhead on runtime
performance will not be that evident.

Fig. 14 shows the volume of communications of Pag-
eRank in LightGraph and Ligraph processing the Twitter
data set under asynchronous and synchronous computation
mode, respectively. Fig. 15 shows the corresponding results
on LiveJournal data set. As the figures demonstrate,
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compared with LightGraph the volumes of communications
in PageRank execution under both modes in Ligraph are
reduced. For example, for LiveJournal dataset Ligraph
(EDAP_Oblivious) can consistently reduce at least 15.2
percent communications when the number of machines is
larger than 2 under synchronous mode over LightGraph
(EDAP_Oblivious); Over asynchronous LightGraph
(EDAP_Random) the maximal network I/O reduction
achieved by asynchronous Ligraph (EDAP_Random) is 21.8
percent while processing the Twitter data set. Moreover, as
the number of machines increases, the volume of communi-
cations reduced by Ligraph also increases.

Figs. 16 and 17 compare the PageRank runtime in
LightGraph and Ligraph on Twitter and LiveJournal data
set, respectively. As shown in the figures, compared with
LightGraph Ligraph shortens the runtime of PageRank
under both synchronous and asynchronous modes. For
example, for Twitter data set, over synchronous LightGraph
(EDAP_Random) the maximal runtime reduction achieved
by synchronous Ligraph (EDAP_Random) is 14.3 percent.
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Fig. 13. Comparing the runtime and volume of communications for SSSP running on BFS1 dataset under synchronous computation mode between

Ligraph and PowerGraph.
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Fig. 16. Comparing the PageRank runtime for Twitter between Ligraph and LightGraph.

Furthermore, Ligraph shows better performance gains as
the number of machines used increases.

In all presented experiments we outputted the final com-
puting results of the algorithms and compared the results
among Ligraph, PowerGraph, and LightGraph. The results
are all consistent.

Fig. 18 compares the graph computing speedup of Pag-
eRank between PowerGraph and Ligraph. The speedup of
PowerGraph is low. Especially, the speedup under Random

placement is the worst, which is less than 2.0 using 48
machines. The reason of this poor speedup is that Random
placement creates a large number of replicas of vertices,
which increases both the computing workload and the com-
munication overhead among computing nodes. Oblivious
placement reduces the number of vertex replicas by greed-
ily placing edges on machines, which already have the
vertices in that edge. Thus, the speedup is improved.
Upon PowerGraph, Ligraph lightens the communication
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Fig. 17. Comparing the PageRank runtime for LiveJournal between Ligraph and LightGraph.

overhead happening in the graph computing. Conse-
quently, the speedup is increased. Better speedup achieved
by Ligraph and its EDAP partition strategy also demon-
strates the effectiveness of them in large scale distributed
graph computing.

In Figs. 19 and 20 we provide runtime comparisons of
Ligraph with several representative existing systems for
PageRank and Triangle counting, respectively. In our
experiments Giraph, GPS, and GraphX all adopt their sys-
tem default graph partition strategy: random edge-cut parti-
tioning. And because all these there systems do not support
asynchronous graph computing they all conduct the graph
computing under synchronous computing mode. As the
results demonstrate Ligraph outperforms other systems in
runtime for both PageRank and Triangle counting. For
example, while computing Livejournal data set the runtimes
of Giraph and GPS are 122.3 and 110.6 s, respectively. On
the other hand, the runtime of Ligraph (Sync, EDAP_Obli-
vious) is only 49.9 s. And for Twitter data set the runtimes
of GraphX and PowerGraph (sync random) are 137.8 and
42.1 s, respectively, while the runtime of Ligraph (Sync,
Random) is only 35.6 s.
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Fig. 18. Comparing the PageRank runtime speedup between Power-

Graph and Ligraph under synchronous mode while computing the Twit-
ter data set.

7 RELATED WORK

A number of distributed graph-parallel abstractions have
emerged in literatures. Pregel [10] explores graph-paralleli-
zation through the use of a bulk synchronous distributed
message-passing system. Several other systems are succes-
sor of Pregel including GPS [11], Giraph [13], GoldenOrb
[21], Mizan [22], and Phoebus [23]. Gregor and Lumsdaine
proposed the parallel BGL [9]: a generic C++ library for dis-
tributed graph computation and applies the paradigm of
generic programming to the domain of graph computations.
Kineograph [12] takes a stream of incoming data to con-
struct a continuously changing graph, which captures the
relationships that exist in the data feed. Stutz et al. proposed
the Signal-Collect [14] framework to concisely specify and
execute a number of computations that are typical for
Semantic Web. Gunrock [24], Medusa [25], CuSha [26], and
MapGraph [27] are designed for the large-scale graph ana-
lytics on the GPU. Among the numerous graph-parallel
computing systems PowerGraph [16], PowerLyra [17],
GRACE [28] and Trinity [29] support both synchronous and
asynchronous executing modes for graph algorithms. Naiad
[30], [31] is able to conduct incremental iterative computa-
tion. However, it adopts traditional synchronous check
pointing for fault tolerance and cannot respond to stragglers
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Fig. 19. PageRank runtime comparison between multiple systems on
Livejournal data set while using 48 machines.
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[32]. PowerLyra [17] dynamically applies different compu-
tation and partitioning strategies for different vertices. Dis-
tributed GraphLab [15] and its successor, PowerGraph [16]
exhibit more excellent performance than others with better
graph processing rate and higher scalability [33], [34], [35].
Cyclops [36] is also a vertex-oriented graph-parallel frame-
work. However, compared with PowerGraph (written in C
++) its java implementation based on Hama [37] drags its
runtime performance down.

In order to deal with the inherent problem, communica-
tion overhead, in distributed computing systems, much effort
has been done as well. In traditional message passing abstrac-
tions, such as Pregel [10], Giraph [13], and GPS [11], all ver-
tex-programs run simultaneously in a sequence of super-
steps. In each super-step, each program instance receives all
messages sent by its neighbors in the previous super-step
and sends messages to its neighbors for next super-step [16].
In order to reduce the number of communication messages,
Pregel introduces a commutative associative message com-
biner, which merges messages destined to a same vertex [10].
Work [38] proposes asynchronous broadcast and reduction
operations to reduce communication associated with high-
degree vertices. PowerGraph [16] abstraction employs GAS
(Gather, Apply, and Scatter) graph computing model and
ensures the changes made to the vertex or edge data are auto-
matically visible to adjacent vertices. Thus, PowerGraph
eliminates the messages transferred between adjacent verti-
ces. LFGraph [39] uses techniques such as cheap hash-based
graph partitioning, publish-subscribe information flow,
fetch-once communication, single-pass computation, in-
neighbor storage and so on, which incur lower communica-
tion overhead than other systems. LightGraph [19] tries to
identify and eliminate the unnecessary communications in
distributed graph-parallel platforms. However it just looks at
the synchronous communication.

8 CONCLUSION AND FUTURE WORK

Driven by the need to process large-scale graph data numer-
ous distributed graph-parallel computing systems have
been proposed. However, the communication overhead in
distributed graph-parallel computing systems drags down
the performance of these systems. This work proposes

Ligraph, a distributed graph-parallel communication sys-
tem with lightweight communication overhead, to address
this problem. Our extensive experiment results on real-
world network data sets have demonstrated that compared
with PowerGraph and LightGraph Ligraph can not only
reduce the volume of communications significantly but also
improve the graph computing runtime performance.

Distributed big-data processing systems make it feasible
to perform computations on large volumes of data with
high complexity. However, the communication overhead in
these big-data computing frameworks are often overlooked.
Research on this topic will not only help to accelerate the
big-data processing jobs themselves but also alleviate net-
work I/0O workload of the underlying computing hardware
systems, which are shared by a number of applications on
HPC or cloud systems. This paper demonstrates the poten-
tial and positive results of work in this direction.

In the future we would like to attempt to introduce and
implement some communication reducing mechanisms
proposed in other systems (e.g., the Combiner mechanism
proposed by Pregel [10] and the dynamic repartitioning
scheme in GPS [11]) in Ligraph to further reduce the com-
munication overhead suffered by distributed graph-parallel
computing.

ACKNOWLEDGMENTS

This work was supported in part by the National Science
Foundation under Grant CRI CNS-0855248, and Grant MRI
CNS-0619069.

REFERENCES

[11 A. Kyrola, G. Blelloch, and C. Guestrin, “Graphchi: Large-scale
graph computation on just a PC,” in Proc. 10th USENIX Conf.
Operating Syst. Design Implementation, 2012, pp. 31-46.

[2] Y. Low, J. Gonzalez, A. Kyrola, D. Bickson, C. Guestrin, and J. M.
Hellerstein, “Graphlab: A new parallel framework for machine
learning,” in Proc. Conf. Uncertainty Artif. Intell., Jul. 2010.

[3] W.-S.Han, S. Lee, K. Park, J.-H. Lee, M.-S. Kim, J. Kim, and H. Yu,
“Turbograph: A fast parallel graph engine handling billion-scale
graphs in a single PC,” in Proc. 19th ACM SIGKDD Int. Conf.
Knowl. Discovery Data Mining, 2013, pp. 77-85.

[4] ].Shunand G. E. Blelloch, “Ligra: A lightweight graph processing
framework for shared memory,” in Proc. 18th ACM SIGPLAN
Symp. Principles Practice Parallel Program., 2013, pp. 135-146.

[5] R. Pearce, M. Gokhale, and N. M. Amato, “Multithreaded asyn-
chronous graph traversal for in-memory and semi-external mem-
ory,” in Proc. ACM/IEEE Int. Conf. High Perform. Comput., Netw.
Storage Anal., 2010, pp. 1-11.

[6] V. Prabhakaran, M. Wu, X. Weng, F. McSherry, L. Zhou, and
M. Haridasan, “Managing large graphs on multi-cores with
graph awareness,” in Proc. USENIX Conf. Annu. Tech. Conf.,
2012, pp. 4-4.

[71 A. Roy, I. Mihailovic, and W. Zwaenepoel, “X-stream: Edge-
centric graph processing using streaming partitions,” in Proc. 24th
ACM Symp. Operating Syst. Principles, 2013, pp. 472-488.

[8] J.Shunand G. E. Blelloch, “Ligra: A lightweight graph processing
framework for shared memory,” ACM SIGPLAN Notices, vol. 48,
pp. 135-146, 2013

[9] D.Gregorand A. Lumsdaine, “The parallel BGL: A generic library

for distributed graph computations,” in Proc. Parallel Object-

Oriented Sci. Comput., 2005, pp. 1-18.

G. Malewicz, M. H. Austern, A. J. C Bik, J. C. Dehnert, I. Horn, N.

Leiser, and G. Czajkowski, “Pregel: A system for large-scale graph

processing,” in Proc. ACM SIGMOD Int. Conf. Manage. Data, 2010,

pp. 135-146

S. Salihoglu and J. Widom, “GPS: A graph processing system,”

in Proc. 25th Int. Conf. Sci. Statist. Database Manage., 2013,

pp- 22:1-22:12.

[10]

[11]



ZHAO ET AL.: A DISTRIBUTED GRAPH-PARALLEL COMPUTING SYSTEM WITH LIGHTWEIGHT COMMUNICATION OVERHEAD

[12]

[13]

[14]

[15]

[16]

[17]

[18]
[19]

[20]

[21]

[22]

[23]

[24]

[25]

[26]

[27]

[28]

[29]

[30]

[31]

[32]

[33]

[34]

[35]

[36]

R. Cheng, ]. Hong, A. Kyrola, Y. Miao, X. Weng, M. Wu, F. Yang,
L. Zhou, F. Zhao, and E. Chen, “Kineograph: Taking the pulse of a
fast-changing and connected world,” in Proc. 7th ACM Eur. Conf.
Comput. Syst., 2012, pp. 85-98.

(2012). Apache incubator giraph [Online]. Available: http://incu-
bator.apache.org/giraph/

P. Stutz, A. Bernstein, and W. Cohen, “Signal/ collect: Graph algo-
rithms for the (semantic) web,” in Proc. 9th Int. Semantic Web Conf.
Semantic Web - Vol. Part 1,2010, pp. 764-780.

Y. Low, D. Bickson, J. Gonzalez, C. Guestrin, A. Kyrola, and J. M.
Hellerstein, “Distributed graphlab: A framework for machine
learning and data mining in the cloud,” in Proc. VLDB Endow.,
vol. 5, no. 8, pp. 716727, Apr. 2012.

J. E. Gonzalez, Y. Low, H. Gu, D. Bickson, and C. Guestrin,
“Powergraph: Distributed graph-parallel computation on natural
graphs,” in Proc. 10th USENIX Conf. Operating Syst. Des. Implemen-
tation, 2012, pp. 17-30.

R. Chen, J. Shi, Y. Chen, and H. Chen, “Powerlyra: Differentiated
graph computation and partitioning on skewed graphs,” in Proc.
10th Eur. Conf. Comput. Syst., 2015, p. 1.

(2006). Snap [Online]. Available: http://snap.stanford.edu/data/
Y. Zhao, K. Yoshigoe, M. Xie, S. Zhou, R. Seker, and ]. Bian,
“Lightgraph: Lighten communication in distributed graph-parallel
processing,” in Proc. IEEE Int. Congr. Big Data, 2014, pp. 717-724.
M. Gjoka, M. Kurant, C. T. Butts, and A. Markopoulou, “Walking
in Facebook: A case study of unbiased sampling of osns,” in Proc.
IEEE INFOCOM, 2010, pp. 1-9.

(2011). Goldenorb [Online]. Available: http://www.raveldata.
com/goldenorb/

Z. Khayyat, K. Awara, A. Alonazi, H. Jamjoom, D. Williams, and
P. Kalnis, “Mizan: A system for dynamic load balancing in large-
scale graph processing,” in Proc. 8th ACM Eur. Conf. Comput. Syst.,
2013, pp- 169-182.

(2010). Phoebus [Online]. Available: https:/ /github.com/xslogic/
phoebus/

Y. Wang, A. Davidson, Y. Pan, Y. Wu, A. Riffel, and J. D. Owens,
“Gunrock: A high-performance graph processing library on the
GPU,” in Proc. 20th ACM SIGPLAN Symp. Principles Practice Paral-
lel Program., 2015, pp. 265-266.

J. Zhong and B. He, “Medusa: Simplified graph processing on
GPUs,” IEEE Trans. Parallel Distrib. Syst., vol. 25, no. 6, pp. 1543—
1552, Jun. 2014.

F. Khorasani, K. Vora, R. Gupta, and L. N. Bhuyan, “Cusha:
Vertex-centric graph processing on GPUs,” in Proc. 23rd Int. Symp.
High-Perform. Parallel Distrib. Comput., 2014, pp. 239-252.

Z. Fu, M. Personick, and B. Thompson, “Mapgraph: A high level
API for fast development of high performance graph analytics on
GPUs,” in Proc. Workshop Graph Data Manage. Exp. Syst., 2014,
pp. 1-6.

G. Wang, W. Xie, A. J. Demers, and J. Gehrke, “Asynchronous
large-scale graph processing made easy,” in Proc. CIDR, 2013.

B. Shao, H. Wang, and Y. Li, “Trinity: A distributed graph engine
on a memory cloud,” in Proc. ACM SIGMOD Int. Conf. Manage.
Data, 2013, pp. 505-516.

F. D. McSherry, R. Isaacs, M. A. Isard, and D. G. Murray,
“Differential dataflow,” U.S. Patent App. 13/468,726, May, 10,2012.
D. G. Murray, F. McSherry, R. Isaacs, M. Isard, P. Barham, and M.
Abadi, “Naiad: A timely dataflow system,” in Proc. 24th ACM
Symp. Operating Syst. Principles, 2013, pp. 439-455.

M. Zaharia, T. Das, H. Li, T. Hunter, S. Shenker, and I. Stoica,
“Discretized streams: Fault-tolerant streaming computation at
scale,” in Proc. 24th ACM Symp. Operating Syst. Principles, 2013,
pp- 423-438.

Y. Zhao, K. Yoshigoe, M. Xie, S. Zhou, R. Seker, and J. Bian,
“Evaluation and analysis of distributed graph-parallel processing
frameworks,” J. Cyber Security, vol. 3, pp. 289-316, 2014.

Y. Guo, M. Biczak, A. L. Varbanescu, A. Iosup, C. Martella, and T.
L. Willke, “How well do graph-processing platforms perform? An
empirical performance evaluation and analysis;, in Proc. IEEE 28th
Int. Parallel Distrib. Process. Symp., 2013, pp. 395-404.

B. Elser and A. Montresor, “An evaluation study of bigdata frame-
works for graph processing,” in Proc. IEEE Int. Conf. Big Data,
2013, pp. 60-67.

R. Chen, X. Ding, P. Wang, H. Chen, B. Zang, and H. Guan,
“Computation and communication efficient graph processing
with distributed immutable view,” in Proc. 23rd Int. Symp, High-
Perform. Parallel Distrib. Comput., 2014, pp. 215-226.

[37]

[38]

[39]

217

(2012). The apache hama project [Online]. Available: http://
hama.apache.org/

R. Pearce, M. Gokhale, and N. M. Amato, “Faster parallel traversal
of scale free graphs at extreme scale with vertex delegates,” in
Proc. Int. Conf. High Perform. Comput., Netw. Storage Anal., 2014,
pp. 549-559.

L. Hoque and L Gupta, “Lfgraph: Simple and fast distributed
graph analytics,” in Proc. 1st ACM SIGOPS Conf. Timely Results
Operating Syst., 2013, p. 9.

Yue Zhao received the PhD degree in integrated
computing from the University of Arkansas at Lit-
tle Rock, Little Rock, AR in 2015. He is a research
fellow in the Epithelial Systems Biology Labora-
tory, NatiHeart Lung and Blood Institute (NHLBI),
National Institutes of Health (NIH). His research
interest includes big data analytics, distributed
computing, high-performance computing, and
bioinformatics.

Kenji Yoshigoe (S'98-M’04-SM’'13) received the
PhD degree in computer science and engineering
from the University of South Florida, Tampa,
FL in 2004. He is a professor in the Department
of Computer Science and the director of the
Computational Research Center at the University
of Arkansas at Little Rock. His current research
explores the reliability, security, and scalability
of various interconnected systems ranging
from high-performance computing to resource-
constrained wireless sensor networks to dynami-
cally evolving social networks. He is a senior
member of the IEEE.

Jiang Bian (M’'11) received the MS degree in
computer science and the PhD degree in inte-
grated computing from the University of Arkansas
at Little Rock, Little Rock, AR in 2007 and 2010,
respectively. He is an assistant professor of bio-
medical informatics in the Department of Health
Outcomes and Policy at the University of Florida.
His current research interests focus on complex
networks, social media, natural language pro-
cess, machine learning, and data privacy. In par-
ticular, his research exploits big data-driven

approaches to reveal patterns in massive heterogeneous datasets and

make health relevant predictions. He is a member of the IEEE.

Mengjun Xie (S’08-M’10) received the PhD
degree in computer science from the College of
William and Mary, Williamsburg, VA in 2009. He
is an assistant professor in the Department of
Computer Science at the University of Arkansas
at Little Rock. His research interests lie in the
areas of security, mobile computing, network sys-
tems, and computer education. He is a member
of the IEEE.



218

IEEE TRANSACTIONS ON BIG DATA, VOL.2, NO.3, JULY-SEPTEMBER 2016

Zhe Xue is currently working toward the PhD
degree from the School of Preclinical Medicine,
Beijing University of Chinese Medicine since Sep-
tember 2014. Her major is diagnostics of Chinese
medicine. Currently, she is enrolling in a joint
training PhD student program in the National
Institute of Neurological Disorders and Stroke
(NINDS), National Institutes of Health (NIH). Her
research interest includes the standardization
and modernization of traditional Chinese medi-
cine diagnosis, acupuncture and bioinformatics.

Yong Feng received the PhD degree in man-
agement science and engineering from North-
eastern University, Shenyang, China in 2007.
He is a professor in the Department of Informa-
tion Management and Information System,
School of Information, Liaoning University. His
research interest includes big data analytics,
data mining, personalized recommendation,
and business intelligence.

> For more information on this or any other computing topic,
please visit our Digital Library at www.computer.org/publications/dlib.




<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


